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Abstract

The aim of the present study is to investigate interactions between vision and audition during a target acquisition task performed

in a virtual environment. We measured the time taken to locate a visual target (acquisition time) signalled by auditory and/or visual

cues in conditions of variable visual load. Visual load was increased by introducing a secondary visual task. The auditory cue was

constructed using virtual three-dimensional (3D) sound techniques. The visual cue was constructed in the form of a 3D updating

arrow. The results suggested that both auditory and visual cues reduced acquisition time as compared to an uncued condition.

Whereas the visual cue elicited faster acquisition time than the auditory cue, the combination of the two cues produced the fastest

acquisition time. The introduction of secondary visual task differentially affected acquisition time depending on cue modality. In

conditions of high visual load, acquiring a target signalled by the auditory cue led to slower and more error-prone performance than

acquiring a target signalled by either the visual cue alone or by both the visual and auditory cues.

r 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Recent advances in digital signal-processing technol-
ogy and the development of electromagnetic position
trackers have enabled the construction of virtual three-
dimensional (3D) audiospatial displays. These displays
have been used to aid visual target acquisition in many
modern workstations including aircraft cockpits and
training simulators (Bronkhorst et al., 1996; Begault and
Pittman, 1996).

A number of studies have investigated the use of 3D
auditory displays to reduce the workload and enhance
the acquisition of visual targets (Nelson et al., 1998;
Perrott et al., 1996). For example, in Perrott et al.
e front matter r 2005 Elsevier Ltd. All rights reserved.
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(1996), participants sat at the centre of a geodesic sphere
and detected a visual target presented at one of 264
different locations. Results demonstrated that the
addition of a 3D virtual auditory cue produced a
significant reduction in target acquisition time. Simi-
larly, Nelson et al. (1998) demonstrated the beneficial
effects of 3D virtually localised auditory cues on
performance and perceived workload in a visual target
acquisition task. In this study, visual targets were
presented on a head-mounted-display (HMD) in three
auditory cue conditions that differed in the amount of
information provided: (1) localised auditory cues; (2)
non-localised auditory cues; or (3) no auditory cues. The
addition of localised auditory cues led to a significant
improvement in target acquisition performance and to
significant reductions in workload ratings as compared
to conditions in which auditory information was either
non-localised or absent.
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Other studies have focused on possible multisensory
integration by including situations in which 3D auditory
cues were presented together with a visual cue (Flanagan
et al., 1998; Bronkhorst et al., 1996). For example,
Bronkhorst et al. (1996) tested the effectiveness of a 3D
virtual auditory cue presented in isolation or together
with a visual cue in a flight simulation experiment in
which participants had to locate and track a target
aircraft as quickly as possible. The results of their
experiment indicated that a 3D auditory cue could be as
effective as a visual cue.

More recently, Flanagan et al. (1998) administered a
target acquisition paradigm in which participants were
required to locate a target presented outside the initial
field of view on a HMD. The target location was cued by
3D auditory cues presented in isolation or together with
a visual cue. Their results suggested that both visual and
3D auditory spatial cues reduced acquisition time
dramatically as compared to unaided search.

Although all of these studies provided clear evidence
that 3D auditory cues have beneficial effects on target
detection performance, they did not test the effectiveness
of 3D auditory cues depending on visual workload.
However, a study by Bolia et al. (1999) did investigate
this issue. In their study, participants searched, with or
without the aid of a 3D auditory cue, for a visual target
presented in isolation or in the presence of a variable
number of visual distractors. Results indicated that the
addition of the 3D auditory cue significantly decreased
search time without a corresponding increase in error
rate. Further, although search time linearly increased
depending on the number of distractors, it was always
faster than search time obtained in the control condition
in which no cue was present.

Thus, various studies have examined the use of 3D
auditory cues during visual target acquisition. Included
among these are studies that have gone beyond the use
of a single cue modality to address multisensory
integration. Other studies have investigated the effects
of using only 3D auditory cues to alleviate visual
workload when visual search in a cluttered environment
was performed. However, as of yet the effects of
multisensory cues on target acquisition performance in
situations of variable visual load have not been
investigated. We believe that the use of multisensory
cues and visual workload are interrelated issues that
should be addressed together.

Consequently, the aim of the present study was to
determine whether cues presented in different modalities
might differentially affect target acquisition perfor-
mance depending on the level of visual workload. To
this end, we examined the acquisition of a visual target
in a task in which the target was signalled by auditory
and visual cues that could be presented either together
or in isolation. The visual workload was varied by
introducing a secondary visual task. Thus, the experi-
mental question was whether in conditions of high
visual load there would be a differential effect of cue
modality on target acquisition performance. It could be
hypothesised that overloading vision by means of a
visual secondary task should decrease the efficacy of a
visual cue. This is because visual resources might be
mainly engaged in performing the secondary task.
Therefore, it is reasonable to expect target acquisition
performance using only a visual cue to be more affected
by the introduction of a secondary task than perfor-
mance using only an auditory cue or both a visual and
an auditory cue.
2. Methods

2.1. Participants

All 8 participants were volunteers and naı̈ve as to the
purpose of the experiment. Their ages ranged from 19 to
41 years with a mean of 26 years. All reported normal or
corrected to normal vision and normal auditory
functioning.

2.2. Materials

A computer equipped with a Pentium III processor
was used to present the visual cues and to record the
time taken by participants to locate the target. Head
orientation was monitored by a three-degrees-of-free-
dom head tracker (Intertrax2, Intersense) that sampled
head orientation at 256 Hz with the following angular
range: pitch 7801, yaw 71801, roll 7901. The auditory
cues were presented by means of an audio-module (TDT
RP2.1 Real Time Processor, Tucker-Davis Technolo-
gies) designed for the delivery of 3D sound. The RP2.1
audio module was equipped with a Scharc digital signal
processor (DSP) running at 50 MHz able to synthesise
and process wide-band signals in real time (24-bit,
100 kHz bandwidth) with a 110 dB signal-to-noise ratio.

Each auditory cue was amplified through a precision
power amplifier (TDT HB7 Headphone Buffer, Tucker-
Davis Technologies) capable of delivering up to 1 W of
power to headphones or other transducers. The HB7 is a
stereo device with excellent channel separation, low
signal distortion and a flat frequency response ranging
from 10 to 100 kHz. The output gain can be set between
0 and �27 dB in 3 dB steps, which allows for matching
of dynamic range to the desired output level. The signal
to noise ratio is 117 dB (20 Hz–80 kHz).

The sound was delivered through a pair of earphones
(ER-6 Isolator, Etymotic Research) with the following
specifications: frequency response 20 Hz–16 kHz, impe-
dance 48O, 1 kHz sensitivity 108 dB SPL for a 4.0 V
input, maximum output 120 dB SPL, maximum con-
tinuous input 2.5 V RMS. When properly sealed in the
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Fig. 1. Panel ‘a’ shows the sight, the square-shaped window in which

the sequence of numbers was presented, and the 3D visual cue pointing

to a target located in front of the observer (azimuth 01) below the line

of sight (�301 elevation). Panel ‘b’ shows a rotated view of both the

sight and the 3D visual cue pointing to a target located in front

(azimuth 01) of the observer above the line of sight (301 elevation). The

dashed line represents the rotational frame on which the 3D visual cue

indicated target’s location.
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ears, these earphones are able to provide 15–20 dB of
external noise exclusion.

Visual displays and the visual cues were presented
using a non-stereoscopic binocular HMD (Glasstron
Sony PLM-S700E). The HMD provided a 301 horizon-
tal and 22.51 vertical field of view (FOV) with an
800� 600 pixel resolution (display mode VESA SVGA,
vertical refresh frequency 60 Hz, horizontal refresh
frequency 49.6 Hz). In order to avoid light or other
visual distractors that might have influenced the
perception of the presented visual displays, the HMD
was inserted in a flexible rubber mask that sealed
hermetically to the participant’s skin.

The total system latency, that is the time elapsed from
the transduction of a real event or action until the
consequences of that event or action are perceivable
within the virtual environment, was 26 ms (SD 6.3 ms).

2.2.1. Visual virtual environment

The virtual environment was a sphere centred on the
observer’s head. The portion of the sphere where the
targets could be presented extended over 3601 in
azimuth (from 01 to 3601) and 601 in elevation (from
�301 to 301). The starting position was defined as 01
azimuth and 01 elevation. Negative azimuths were to the
left of the starting position, positive to the right.
Negative elevations were below the starting position,
positive were above.

2.2.2. Visual display

Two nested circles, the outer with a radius of 3.81 of
visual angle and the inner with a radius of 1.91 of visual
angle served as a sight attached to the participant’s
head. The sighting circles were always presented in the
centre of the FOV of the HMD. A square-shaped
window with a side length of 21 of visual angle was
always presented together with the sight at 0.41 of visual
angle above the vertical diameter of the outer circle (see
Fig. 1, panel ‘a’).

In some conditions, a series of sequentially presented
numbers was displayed inside the window. Each number
subtended 1.31 height and 0.61 width of visual angle.
The sequence was composed of numbers ranging from 4
to 9. The numbers 0–3 were excluded for methodologi-
cal reasons as explained in the Section 2.3. Each number
was presented for 150 ms followed by a 200 ms blank
interval before the onset of the subsequent number.

2.2.3. Visual target

The visual target was a white plus sign that subtended
1.61 of visual angle both vertically and horizontally. The
possible target location in the virtual environment was
defined by the combination of four azimuths (01, 901,
1801 and �901) and three elevations (01, 301 and �301).
Given that the 01 azimuth and 01 elevation position
served as the starting position, this position was
excluded as a target location. Thus, the target could be
presented at 11 of the 12 possible locations correspond-
ing to the combination of the four azimuths and the
three elevations reported above.

2.2.4. Visual cue

The visual cue used to indicate target location was a
3D continuously updated arrow presented on the
sighting circle. The term ‘‘continuously updated’’ here
means that the direction of the arrow was changed to
indicate target location relative to the instantaneous
head position. The 3D arrow was composed of a
cylindrical green body with a radius of 0.21 of visual
angle and a conical red head with a radius of 0.41 of
visual angle (see Fig. 1, panels ‘a’ and ‘b’). Both were 3D
VRML computer-generated objects. The end of the
arrow’s body was fixed on the centre of the sighting
circle. The arrow was free to rotate on the x, y, and z

axis and was designed to update its position in the
virtual environment as a function of the target’s position
(azimuth and elevation) and the position of the
participant’s head. Therefore, the arrow’s head was
always pointing to the exact target location with respect
to the position of the observer’s head. The length of the
arrow remained constant for each trial regardless of the
target location.

2.2.5. Auditory cue

Before describing the auditory cue utilised in the
present study a brief description of the mechanisms by
which humans localise sounds will be provided. Sound
localisation in humans is enabled by the auditory
system’s ability to detect small changes in interaural
arrival time and sound level, as well as spectral
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modification to the incident sound wave by the head,
torso, and pinnae. By means of 3D audio virtual
techniques all the differences in the interaural arrival
time as well as the spectral modifications can be
simulated by filtering a sound with head related transfer
functions (HRTFs). The HRTFs allow for the rendering
of binaural sounds delivered through headphones in any
desired location.

The 3D updating auditory cue adopted in this
experiment consisted of a continuous train of pulses
of white noise each with a rise time of 5 ms and
a white noise duration of 60 ms followed by a fall
time of 5 ms separated by a silence lasting 70 ms. The 3D
auditory cue was played back at a conversion rate of
50 kHz and an intensity of 70 dB SPL measured
at the eardrum. This cue provided information
about the target’s azimuth and elevation, and was
updated at a rate of 7 Hz. For each noise burst, the
appropriate function simulating the target loca-
tion relative to the instantaneous head position was
selected from the library of the adopted HRTFs
(Kemar HRTFs, TDT). To generate 3D virtual
spatial auditory cues non-individualised HRTFs were
adopted.
2.3. Procedure

The participants performed the task in a room of
approximately 3� 3 m while sitting on a swivel chair
wearing the HMD. The task was to locate the target in
the virtual environment and to rotate the head and body
so as to overlap the sight over the target for 500 ms. At
the beginning of each trial participants were required to
overlap the inner circle of the sight over the fixation
point (01 azimuth and 01 elevation), and hold it in this
location for 2.5 s. Subsequently, the fixation point
disappeared and the colour of the sighting circle
changed from red to white. This was a warning signal
to the participants that the trial was about to begin.
Following a delay that varied randomly from 0.8 to
1.5 s, during which participants were instructed to
maintain the head orientated toward the fixation point,
a colour change of the sighting circle from white to
green was the signal to start searching for the target.
Simultaneously with the start signal, the 3D auditory
and the 3D visual cue were presented together or in
isolation. A control condition was included in which
no cues were given. To perform the task partici-
pants were allowed to make head and body movements
on the swivel chair. Trials in which any head movement
was recorded before the start signal occurred were
discarded and re-presented at random times during
the block. The target was always presented outside the
initial FOV of the HMD in one of the eleven possible
locations.
2.3.1. Visual workload conditions

In three different blocks three types of visual work-
load task were administered to the participants. In the
control visual workload task, no numbers were pre-
sented within the window displayed above the sighting
circles. In the passive visual workload task, a sequence
of numbers was presented within the window above the
sighting circles, but no response to these numbers was
required. In the active visual workload task, a sequence
of numbers was also presented, but a secondary task had
to be performed. This secondary visual task was to
detect and verbally report at the end of each trial how
many times a certain number (target number) had
appeared in the sequence. We only used numbers
ranging from 4 to 9 to minimise possible interference
between the numbers and the counting process. Given
that the target number typically appeared 0–3 times,
using the numbers 0–3 as target numbers could
potentially have caused interference with the counting
process.

Regardless of the type of task, participants were
required to overlap the inner circle of the sight with the
target and maintain that position for 500 ms. Following
this the target disappeared, the presentation of any
auditory/visual cues present was ceased, and the HMD
background turned yellow. To start a new trial,
participants were required to return to the starting
position and relocate the sighting circle on the fixation
point. In both the passive and active visual workload
blocks, the sequence of numbers was initiated simulta-
neously with the start signal and the onset of the cue/s if
any. When the sight centre was less than 101 away from
the target the number presentation was ceased to
facilitate the overlapping manoeuvre. The dependent
measure was the acquisition time: the time from cue
presentation to target acquisition. In the active visual
workload block of trials the number and type of errors
made in the secondary task were also recorded.

2.3.2. Cue conditions

There were four cue conditions: (i) absent, in which
no cue was presented; (ii) auditory, in which only the
auditory cue was presented; (iii) visual, in which only the
visual cue was presented and (iv) combined, in which
both the auditory and the visual cues were presented.

2.4. Experimental design

There were twelve experimental conditions created by
the crossing of the three types of task (control, passive,
and active) and four types of cue (absent, auditory,
visual, and combined). Each participant completed 6
randomly ordered blocks: two for the control visual
workload task, two for the passive load task and two for
the active load task. Each block consisted of 44
randomly determined trials, 11 for each type of cue.
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2.5. Data analysis

An analysis of variance (ANOVA) with types of cue
(absent, auditory, visual, and combined) and types of
task (control, passive, and active) as within-subjects
factors was conducted. Planned post-hoc comparisons
were performed using t-tests.
3. Results

The main factor type of cue was significant, F ð3; 21Þ ¼
185:12; po0:0001: Acquisition time was 2.850 s for the
combined cue condition, 3.153 s for the visual cue
condition, 4.396 s for the auditory cue condition, and
6.618 s for the absent cue condition (see Fig. 2). The
main factor type of visual workload task was also
significant F ð2; 14Þ ¼ 26:713; po0:0001: Acquisition
time was 3.886 s for the control visual workload task,
3.957 s for the passive visual workload task, and 4.920 s
for the active visual workload task. The interaction
between type of cue and type of task was also significant,
F ð6; 42Þ ¼ 5:511; po0:0001:

t-Tests revealed that within each type of task
acquisition time was fastest for the combined cue
conditions (pso0:05). The auditory cue in isola-
tion produced a slower acquisition time than the
visual cue in isolation but a faster acquisition time than
the absent cue condition (pso0:05; see Fig. 2). t-Tests
also revealed that acquisition time for each cue
condition in the control visual load task was not
significantly different from acquisition time for each
cue condition in the passive visual load task (ps40:05).
These results indicate that no differences were
present between the control and the passive visual
workload task conditions. However, t-tests revealed
that acquisition time for each cue condition was
Fig. 2. Mean acquisition time as a function of the four typ
significantly faster for the passive than for the active
visual load task (see Fig. 2, pso0:05).

To further explore the interaction, acquisition times
obtained for each cue condition in the passive visual
load task were subtracted from acquisition times
obtained for each cue condition in the active visual
load task. These four differences were calculated: (D1)
the difference between acquisition times obtained for the
absent cue conditions in the active and in the passive
visual load tasks (1.571 s); (D2) the difference between
acquisition times obtained for the auditory cue condi-
tions in the active and in the passive visual load tasks
(1.111 s); (D3) the difference between acquisition times
obtained for the visual cue conditions in the active
and in the passive visual load tasks (0.609 s); and (D4)
the difference between acquisition times obtained for the
combined cue conditions in the active and in the passive
visual load tasks (0.560 s).

These differences were then compared using planned
comparisons to test whether during target acquisition
the weight carried by the visual and auditory cues varied
with respect to the type of task. A significant difference
was found between D2 and D3 (po0:05). This result
supports the idea that the secondary task has a different
effect on acquisition time depending on the type of cue
and may indicate, in contrast to our hypothesis, that it is
more difficult to perform a secondary visual task when
the auditory cue is presented than when the visual cue is
presented.

To support this statement an ANOVA with type
of cue as a within subjects factor was conducted on
the errors made by participants in performing the
active visual workload task. The ANOVA revealed a
significant effect of the main factor type of cue
[F ð3; 21Þ ¼ 5:153; po0:05] with the highest percentage
of error for the auditory cue condition followed by the
absent, the combined and the visual cue conditions
es of cue and the three types of visual workload task.
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Fig. 3. Error rates obtained in the active visual workload task as a

function of the different types of cue.
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(38.2%, 24.6%, 22%, and 15.2%, respectively, for
auditory, absent, combined, and visual cue conditions).
Planned comparisons revealed that the percentage of
errors obtained in the auditory cue condition was
significantly higher than that obtained in the visual cue
condition and in the combined cue condition (see Fig. 3,
pso0:05). This would confirm that an active visual load
differentially affects target acquisition performance
depending on cue modality. In particular, performing
the secondary visual task in the presence of an auditory
cue is more difficult than performing the same task in
the presence of a visual cue or in the presence of both the
auditory and visual cues.
4. General discussion

The aim of the present study was to investigate the
effects of cues presented in different modalities (i.e.
vision and audition) during a target acquisition task
involving different level of visual load.

There were three main findings of the present study.
First, the combination of the auditory and the visual
cues led to better performance in target acquisition than
when the two cues were presented in isolation. Second,
regardless of the level of visual workload both cues
produced faster acquisition time than that obtained in
the condition in which no cue was provided. However,
the presence of the visual cue elicited better performance
than the auditory cue. This may be related to the use of
non-individualised HRTFs. It is important to point out
that the spectral modulations produced by the listener’s
head, torso, and pinnae on the incident sound wave are
highly individualised. The use of generic rather than
individualised HRTFs might have reduced the partici-
pants’ ability to correctly localise the auditory cues.
Further, it has been demonstrated that when non-
individualised HRTFs are employed front-back discri-
mination errors are magnified with participants more
likely to perceive sounds located in the front hemifield as
though they were in the rear hemifield (Wenzel et al.,
1993). Third, increasing visual workload produced a
generalised slowing of acquisition time for all cue
conditions. Nevertheless, target acquisition performance
was most affected by an increase in visual load when the
auditory cue was presented in isolation.

The present results are in line with the Bolia et al.
(1999) study in which it was reported that, although
aurally guided search performance was better than
unaided performance, it became progressively worse
with a corresponding increase in the number of visual
distractors. However, it is worth noting that there are
fundamental differences between Bolia et al. (1999) and
the present study. For instance, the Bolia et al. study
lacked a condition in which visual search is guided by a
visual cue and participants are not required to perform a
secondary task. We believe that the findings of the
present experiment extend the work of Bolia et al. (1999)
as our paradigm allowed us to demonstrate not only the
utility of 3D auditory cues in aiding target acquisition
but also to compare effects elicited by cues delivered in
different modalities under different visual load condi-
tions.

Our original hypothesis predicted that the visual cue
would be less effective in aiding target acquisition in
high rather than low visual load conditions. Further, we
also expected acquisition time with the auditory cue to
be less affected by the secondary visual task than
acquisition time obtained with the visual cue. This is
because overloading vision by means of a visual
secondary task should result in a decrease in the ability
to process the visual cue but not the auditory cue. In
other words, given that the auditory channel was
otherwise unencumbered, the processing of the auditory
cues should have been less affected by the introduction
of the secondary visual task.

In contrast to our prediction the increase in visual
workload had its greatest effect on target acquisition
time in conditions in which the auditory cue was
presented in isolation. We propose two possible
explanations to account for these findings. The first
posits a common pool of attentional resources that
shifts across space and sensory modalities. When
participants are required to perform the secondary task
it is reasonable to hypothesise that they allocate the
great majority of attentional resources to the small
square window where the stimuli for the secondary task
is presented. The onset of the exogenous auditory cue
originating from the target would capture part of these
resources to its location leaving a small amount
available for the secondary task. Because in this
experiment the cue/s and the secondary task are present
for the entire duration of the trial, we suggest that this
shifting process may be responsible for both the high
number of errors and the slowing of acquisition times.
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These results are in line with previous studies in which
voluntary orienting of attention towards a central spatial
location was interrupted by reflexive orienting to
random peripheral flashes (Müller and Rabbitt, 1989).
Our results extend these findings to the crossmodal level
given that peripheral auditory cues seem to be able to
produce similar effects as random peripheral flashes.

The second explanation also refers to the notion of a
common pool of attentional resources. If the secondary
task requires a considerable amount of attentional
resources, then less resources might be available to
interpret or process the auditory cue when the secondary
task is performed. This explanation may appear in
contrast to the fact that even in the high visual workload
condition the beneficial effects triggered by the simulta-
neous presentation of both the auditory and the visual
cues were still obtained. If it is true that fewer resources
are available to interpret the auditory cue in high visual
load conditions, then this should be the case even when
the auditory cue is presented together with the visual
cue. To explain why benefits are still found when the two
cues are combined we propose that the presence of the
visual cue may play a role in disambiguating the spatial
information carried by the auditory cue. Thus when the
visual cue is also present the amount of attentional
resources allocated to the auditory cue would be smaller
than when the visual cue is not present. This is in line
with previous evidence suggesting limitations in the
localisation of virtual as compared to real auditory cues
(Wenzel, 2001). If this is the case, it may be argued that
participants needed more time and attentional resources
to process the virtual auditory cue especially if presented
in isolation.

It should also be pointed out that the low level of
performance obtained in the active visual load task
when the auditory cue was presented in isolation may be
interpreted in terms of multiple resource theory (Wick-
ens, 1984). For example, it is possible that the auditory
cue tapped the verbal resources required for both the
digit reading and the counting task, in addition to the
spatial resources required for acquiring the visual target.
On the other hand, verbal resources would not likely be
tapped by the arrow cue. This would explain why
performing the visual secondary task was more difficult
when the auditory cue was presented in isolation.

In terms of multisensory integration, our results
suggest that the simultaneous presentation of visual
and auditory cues may be the best means of signalling
target location. This evidence is in contrast with a
similar study conducted by Flanagan et al. (1998) in
which the simultaneous presentation of the auditory and
the visual cues did not result in any noticeable benefit. It
is worth noting that in Flanagan et al. (1998), the visual
cue was a 2D arrow that indicated target location by
rotating on a top view radar display. The auditory cues,
however, were 3D sounds similar to those used in the
present investigation. In contrast to the auditory cues
that are egocentric in nature, the information carried by
the arrow utilised by Flanagan et al. (1998) needs to be
extracted from an exocentric reference frame and
subsequently transformed to an egocentric reference
frame that can be used to guide movements. Thus in the
Flanagan et al. (1998) study the visual and the auditory
cues were based on non-comparable reference frames,
with the former being exocentric and the latter
egocentric. Instead, we utilised a visual cue that was
able to indicate target location in three dimensions as it
was free to rotate on the x, y, and z axes. Further, our
3D visual cue relied on a reference frame that in
principle should be similar to that of the auditory cues.
This is because the rotational frame on which the arrow
acted was very similar to the frame on which the
auditory cues were encoded. Thus, auditory and visual
cues in the present study relied on more similar frames
of reference that may have been be easier to integrate
than those in Flanagan et al. (1998). It could be
speculated that this is a crucial factor in eliciting the
benefits obtained in our study when both the visual and
the auditory cues were simultaneously presented.

Although we are aware that the visual and the
auditory cues used in our study are preliminary encoded
in eye centred and head centred reference frames
respectively, we suggest that it is the similarity in terms
of egocentricity that leads to the formation of a common
multisensory representation. The information contained
within this representation is accessible and can be used
by the two modalities. In this respect, it is generally
agreed that a common reference frame is required if
stimuli from different senses are to elicit the same
behavioural response (Zambarbieri et al., 1982, 1995;
Welch and Warren, 1986).

Four main conclusions can be drawn from the present
study. The first conclusion is concerned with the
manipulation of visual load. Surprisingly, the efficacy
of 3D auditory cues in aiding target acquisition was
reduced by the introduction of a secondary visual task.
The second conclusion is methodological in nature. The
use of a target acquisition task performed in a virtual
environment allowed participants to get constant feed-
back of their actions. This could lead to new conditions
for the investigation of multisensory integration. This
new technique could potentially reveal mechanisms
concerned with the search for objects out of the field
of view, and could prove valuable in the study of
complex actions involving head and body movements.
The third conclusion is that 3D virtual auditory cues
generated by means of non-individualised HRTFs are
effective in cueing the location of visual targets
presented out of the participant’s FOV, but a 3D visual
cue seems to be more effective in guiding visual search
than a 3D auditory cue generated by means of non-
individualised HRTFs. Wheras Martin et al., (2001)
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demonstrated that localisation with individualised vir-
tual auditory cues can be as efficient as free-field
localisation, our results suggest that this statement can
not be extended to conditions in which auditory cues are
synthesised using non-individualised HRTFs. Finally,
the fourth conclusion is that the audio-visual informa-
tion provided on similar frames of reference by the two
cues can be bound together to elicit a cooperation
between the two modalities.
5. Implication for design

Data obtained in the present research suggest that,
although 3D auditory cues can be effectively used to aid
visual target acquisition, they probably require a certain
amount of attentional resources to extract and resolve
the spatial information they carry. Thus the use of 3D
auditory cues in situations in which attentional re-
sources are required for the execution of other
concurrent tasks is not the best means of aiding target
acquisition. However, presenting auditory and visual
cues that rely on similar reference frames not only elicits
audio-visual integration, but also may reduce the
amount of attentional resources needed to extract the
spatial information carried by 3D auditory cues. There-
fore, it seems that having a combination of audio-visual
information is the most efficient way to aid target
acquisition in conditions of high visual load.

Results of the present study may be helpful in the
optimisation of design of systems to aid visual target
acquisition in fighter jets or in ground combat vehicle
cockpits in which the operator’s visual channel is often
overloaded and the need of providing efficient relevant
spatial information can be of vital importance. For
example, in a combat situation, numerous displays are
often monitored simultaneously, and there may be a
need to orient quickly to another display. In this case, it
would appear that using a combination of both visual
and auditory cues would lead to the most efficient
acquisition of the critical display.

Finally additional research could be conducted to
provide a more comprehensive picture. Given that the
nature of the adopted auditory cue might have inter-
fered with the secondary visual task it may be interesting
to run a similar experiment in which the secondary task
would not require any verbal resources. One possible
solution is to replace the string of number with a string
of meaningless geometric shapes and ask participants to
detect the presence or absence of a target shape. This
would eliminate both the counting and the reading
components involved in the adopted secondary task.
Another possible solution is to radically change the way
of increasing the visual load. This could be done by
cluttering the visual scene by means of a variable
number of visual distractors sharing one or more feature
with the visual target. Whereas in such a situation the
participants would not be required to actively perform a
secondary visual task, it would be interesting to examine
target acquisition performance as a function of the
different types of cue when the complexity of the visual
scene is increased by the presence of visual distractors.
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